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An Example-Based Face Hallucination Method for
Single-Frame, Low-Resolution Facial Images

Jeong-Seon Park, Member, IEEE, and Seong-Whan Lee, Senior Member, IEEE

Abstract—This paper proposes a face hallucination method
for the reconstruction of high-resolution facial images from
single-frame, low-resolution facial images. The proposed method
has been derived from example-based hallucination methods
and morphable face models. First, we propose a recursive error
back-projection method to compensate for residual errors, and a
region-based reconstruction method to preserve characteristics of
local facial regions. Then, we define an extended morphable face
model, in which an extended face is composed of the interpolated
high-resolution face from a given low-resolution face, and its
original high-resolution equivalent. Then, the extended face is
separated into an extended shape and an extended texture. We
performed various hallucination experiments using the MPI,
XM2VTS, and KF databases, compared the reconstruction errors,
structural similarity index, and recognition rates, and showed the
effects of face detection errors and shape estimation errors. The
encouraging results demonstrate that the proposed methods can
improve the performance of face recognition systems. Especially
the proposed method can enhance the resolution of single-frame,
low-resolution facial images.

Index Terms—Error back-projection, example-based recon-
struction, extended morphable face model, face hallucination, face
recognition, region-based reconstruction.

I. INTRODUCTION

H ANDLING low-resolution images is one of the most dif-
ficult problems commonly encountered in various kinds

of image processing applications, such as the generation of 3-D
models, analysis of scientific/medical/astronomical/weather
images, archiving, retrieval, and transmission of these images,
video surveillance, and monitoring [1]. Numerous methods
involving the synthesis or reconstruction of high-resolution
images from either a sequence of low-resolution images or a
single-frame, low-resolution image have been reported [2].

Interpolations are typical approaches for generating a mag-
nified image, by reproducing existing pixels and smoothing the
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new image. However, the performance of such direct interpola-
tions is usually poor, since no new information is included into
the process [3]. In contrast to interpolations, super-resolutions
increase the resolution of a video frame using the relation of
neighboring frames [4]–[6]. Super-resolutions are roughly sep-
arated into two classes according to the type of applied low-reso-
lution images: general super-resolution, which extracts a single
high-resolution image from a sequence of general low-resolu-
tion images [7], and domain specific super-resolution, which
extracts high-resolution image details from a restricted class of
low-resolution images, such as in the face domain.

Super-resolution approaches [3], [7]–[17] generally depend
on prior knowledge of the image class to be reconstructed. These
techniques involve designing a co-occurrence model using a
training set of high-resolution images and their low-resolution
counterparts. In example-based learning methods, the aim is
to predict high-resolution data from the observed low-resolu-
tion data. Hardie et al. [7] and Stephenson and Chen [8] used
Markov random field (MRF) priors, which are generally applied
to generic images.

However, for face hallucination, domain knowledge about
facial images was used to generate high-resolution facial
images. Baker and Kanade [1] adopted an image pyramid to
predict a prior under a Bayesian formulation. This method
derives high-frequency components from a parent structure
with training samples. Gunturk et al. [9] applied principal
component analysis (PCA) to determine the prior model. Wang
and Tang [3] developed a face hallucination algorithm using
an Eigen transformation. However, this method only utilizes
global information without paying attention to local details.
Liu et al. [10] proposed a two-step approach, which integrates
a parametric global model with Gaussian assumptions and
linear inference, and a nonparametric local model based on
MRF. Motivated by Liu et al., Li and Lin [11] also proposed
a two-step approach for hallucinating faces by reconstructing
a global image with a Maximum A Posterior (MAP) criterion
and re-estimating a residual image with the MAP criterion.
They also attempted to overcome pose variation by applying
pose estimation using support vector machine (SVM), where
21 landmarks are defined for each facial image [12]. A Tensor-
Patch-based method, in which 682 overlapped patches are used
for hallucination and PCA compensates for the residual error,
was also proposed in [13]. They also applied a similar method
to synthesize facial images from sketch images [14].

We attempted to reconstruct high-resolution facial images
from single-frame, low-resolution facial images using the recur-
sive error back-projection method [15]. This method recursively
updates a reconstructed high-resolution image by estimating a
high-resolution image, simulating a low-resolution image from
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Fig. 1. Example of a low-resolution facial image from a single-frame image:
(a) cropped low-resolution facial image, (b) resolution-enhanced facial image
by bicubic interpolation, and (c) desired high-resolution facial image.

an estimated high-resolution image, and compensating for high-
resolution errors in order to reduce residual errors.

In this study, we propose a new region-based reconstruction
method for preserving the characteristics of the local facial re-
gions. The proposed face hallucination method is applied to
an extended morphable face model, whereas most existing ap-
proaches are applied to general face models, for which a face is
only represented by pixel values in a normalized facial image.
In the proposed extended morphable face model, an extended
face is defined by the combination of the interpolated high-res-
olution face from a given low-resolution face, and its original
high-resolution face. Then, the extended face is separated into
an extended shape and an extended texture.

Section II introduces the basic concept of the classic, ex-
ample-based reconstruction method and the existing morphable
face models. In Section III, we propose an example-based face
hallucination method and provide a mathematical procedure
for solving example-based reconstruction problems. We imple-
ment a recursive error back-projection method to compensate
for residual errors, and a region-based reconstruction method
to preserve characteristics of local regions. We define an ex-
tended morphable face model for face hallucination problems.
Section IV presents and analyzes the experimental results with
low-resolution facial images. Finally, conclusion and future
research are discussed in Section V.

II. RELATED WORK

Before describing the proposed example-based face halluci-
nation method, we introduce the concept of example-based re-
construction methods that use domain knowledge derived from
numerous example faces. We also describe existing morphable
face models [18], [19], which were reported as more powerful
models for representing a facial image than other general face
models [20].

Many video applications, such as surveillance or monitoring
systems must extract and enhance small faces from a sequence
of low-resolution frames [21], [22]. Face detection is one of im-
portant research issue, as extensively surveyed by Yang et al.
[23] and Kakumanua et al. [24]. Because algorithmic face de-
tection is beyond the scope of this work, we assume that fa-
cial images were previously extracted and cropped, as shown in
Fig. 1.

Fig. 2. Concept of example-based face reconstruction: Any novel face can be
approximated by a linear combination of prototype faces.

A. Example-Based Face Reconstruction Method

Assume that a sufficiently large number of facial images are
available for offline training, and that we can build prototype
faces that can represent any novel facial image by a linear com-
bination of these prototypes [18]–[20], as shown in Fig. 2.

In order to describe the mathematical procedure for the ex-
ample-based reconstruction method above, the following nota-
tions are defined. First, a novel (or input) facial image is
represented by a column vector of all pixel values, as follows:

(1)

where is the intensity or color of the th pixel, , among
pixels in the facial image and represents the pixel value
of , i.e., .

We denote the reconstructed face as , which is obtained
by a linear combination of prototype faces for the input fa-
cial image . The above example-based reconstruction method
is represented by the following linear equation:

(2)

where and are th prototype face and its coefficient
value, respectively.

If we define the parameter set as a vector
and prototype faces as a ma-

trix , (2) is reformulated as the
following simple inner product:

(3)

We applied PCA to example facial images in order to trans-
form the image coordinate system to the orthogonal coordi-
nate system. In the orthogonal coordinate system, any facial
image is decomposed into a linear combination of eigenvectors

of the covariance matrix. The covariance ma-
trix is computed from differences between the set of example
facial images and the mean image of these training facial
images. Then, a novel facial image is represented by the fol-
lowing equation:

(4)

where is the difference vector between the mean and trainig
images.

Authorized licensed use limited to: Korea University. Downloaded on October 25, 2008 at 01:01 from IEEE Xplore.  Restrictions apply.



1808 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 17, NO. 10, OCTOBER 2008

From (4), it can be shown that the eigenvectors or eigenfaces
are considered as facial prototypes in the ex-

ample-based reconstruction method, by a simple modification
of difference vectors. In the following sections, we assume that

are eigenfaces , in
order to simplify the mathematical procedure for example-based
reconstruction method.

In order to determine the optimal parameter set, we select a
parameter set , such that the reconstruction error is minimized.
For this, we define an error function as the sum of the
square of errors, which represents the difference between the
input facial image and its reconstructed equivalent, as follows:

(5)

where and are the column vectors of pixels,
, of an input facial image and a reconstructed

image, respectively.
Then, the problem of reconstruction is equivalent to the de-

termination of , which minimizes the above error function as
follows:

(6)

B. Morphable Face Model

Morphable face models, introduced by Vetter and Troje [18]
and extended by 3-D morphable face model, were very suc-
cessful at encoding, representing, or recognizing human facial
images [19], [20]. In this model, a facial image is separated into
a shape vector and a texture vector. Assuming that the pixel-wise
correspondence between facial images was previously estab-
lished [18], the 2-D shape of a face is coded as displacement
fields in a reference face.

In many example-based applications, the accuracy of normal-
ization affects performance. General face models only use pixel
values, which are only aligned according to a few features such
as the eyes, nose, and mouth in the normalized facial image,
whereas the morphable face model is considered as the most
accurate normalization method, in the sense that the positions
of all pixels are adjusted according to the reference face, then,
pixel values (texture) of the normalized face and displacement
values (shape) are coded. Thus, the morphable face model yields
the same volume of shape and texture information in the refer-
ence face. In addition, this model could potentially represent
any novel face and synthesize a new face, by using the example
shape and texture vectors.

The shape of a facial image is represented by the following
vector:

(7)

where is the number of pixels in a facial image, and
is the displacement of a pixel that corresponds to pixel
in the reference face, denoted by .

Fig. 3. Examples of forward and backward warping.

The texture is coded as the intensity map of the image, re-
sulting from mapping the face image to the reference face. Thus,
the normalized (shape free) texture is represented as the fol-
lowing vector:

(8)

where is the intensity or color of the th pixel that corre-
sponds to pixel among pixels in the reference face, de-
noted by .

Then, by applying the basic concept of the example-based
reconstruction method to both the shape and texture vectors,
both vectors are expressed as the following linear combinations
of prototypes:

(9)

where and are the shape and texture vectors of the facial
image, and are the prototype shape (eigen-shape) vec-
tors and prototype texture (eigen-texture) vectors constructed
from examples of the shape and texture vectors, and and are
coefficient vectors for linear combinations of prototype shape
and texture vectors, respectively.

In order to understand and apply the morphable face model,
we must understand the two kinds of warping processes: for-
ward and backward warping (refer to Fig. 3). Forward warping
(texture warping) warps the texture expressed in the reference
face to each face image using its shape information. This gener-
ates a face image. Backward warping warps a face image to the
reference face using its shape information. This generates the
texture information expressed in the reference face. The math-
ematical definition and further details about the forward and
backward warping are found in Vetter and Troje’s research [18].

III. PROPOSED FACE HALLUCINATION METHOD

In this section, we describe a mathematical solution for ex-
ample-based face hallucination, a recursive error back-projec-
tion method which compensates for residual errors, and a re-
gion-based reconstruction method for preserving characteristics
of local facial regions. Then, we define an extended morphable
face model, for which an extended face is composed of the inter-
polated high-resolution face from a given low-resolution face,
and its original high-resolution equivalent, then, separated into
an extended shape and an extended texture.
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Fig. 4. Basic concept of the example-based face hallucination method: A high-
resolution face is reconstructed as a linear combination of high-resolution pro-
totype faces by finding the optimal solution from the given low-resolution face.

A. Example-Based Face Hallucination Method

In order to apply the example-based, face reconstruction
method to single-frame face hallucination, we assume that
pairs of low-resolution facial images and their corresponding
high-resolution facial equivalents are collected.

From the definition of the example-based reconstruction
method, we obtain an approximation to the deformation re-
quired for the given low-resolution face, using coefficients of
low-resolution prototype faces. Then, a high-resolution face is
obtained by applying the estimated coefficients to the corre-
sponding high-resolution prototype faces, as shown in Fig. 4.

Consequently, our aim is to find an optimal parameter set
that best represents the given low-resolution facial image as a
linear combination of low-resolution prototype faces. Equiva-
lently, we require an approximation to the deformation for the
input face using coefficients of the low-resolution prototype
faces.

In order to obtain the optimal parameter set , we define an
extended face by concatenating a low-resolution face and
its high-resolution equivalent , as follows:

(10)

where and are the number of pixels in the low-resolu-
tion, and the high-resolution,

facial images, respectively.
An extended facial image is represented by a linear com-

bination of extended prototype faces by applying the following
example-based reconstruction method:

(11)

where and are the extended prototype faces and recon-
structed facial image, respectively.

The above equation is similar to (3). However, for face hal-
lucination problem, only pixels of the low-resolution face are
provided, among the pixels of the extended face. The
remaining problem is determining the coefficient values. In
order to obtain an optimal parameter set , we define a similar
error function, comprising the sum of the square of errors
between the given low-resolution pixels and their reconstructed

pixels, for the low-resolution component of the extended face,
as follows:

(12)

where , and are the low-resolution component of the
extended face, the extended prototype faces, and the extended
reconstructed face, respectively.

Then, the problem of face hallucination is equivalent to de-
termination of , which minimize the above error function, as
follows:

(13)

In order to obtain an optimal solution, we assume that an op-
timal solution satisfies the following constraint, where is a
suitably small constant value such as PCA reconstruction error

(14)

If is a suitably small reconstruction error, then this term is
negligible for finding an optimal solution, and (12) is substituted
in the above equation. We solve (14) by the following matrix
form:

(15)

According to the characteristics of inner product and transpo-
sition of a matrix, the above equation is expanded as follows:

(16)

If the columns of are linearly independent and the deter-
minant of is nonzero, the term is nonsingular,
and there exist an inverse. Then, the optimal solution is obtained
by the following equation:

(17)

Then, an extended reconstruction face is obtained by
applying the obtained parameter to the extended prototype
faces , i.e., .

Finally, we obtain a high-resolution facial image by consid-
ering pixels in the high-resolution component of the extended
reconstruction face, as follows:

(18)

where are pixels in the reconstructed high-resolu-
tion facial image.

Using these procedures, it is possible to obtain a
high-resolution facial image from any new low-resolu-
tion facial image. The concept of example-based face
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hallucination is summarized by the following equation:

B. Recursive Error Back-Projection Method

According to the previous example-based reconstruction
method, we approximate a given low-resolution facial image
with errors, as defined by (12) of the estimated . Therefore, it
seems likely that the reconstructed high-resolution facial image
involves the following errors:

(20)

where (in fact, the real high-resolution facial image is un-
known), , and are the high-resolution component of the
extended facial image, the extended prototype faces, and the re-
constructed facial image, respectively.

In order to compensate for the residual errors above, we
applied a recursive error back-projection procedure to the
example-based face hallucination method. The proposed recur-
sive error back-projection method is applied to reduce the face
hallucination error. This recursively compensates for high-res-
olution errors, which is estimated by a similar example-based
reconstruction method from the estimated low-resolution
difference. A flow-chart of the procedure for recursive error
back-projection is given in Fig. 5.

Terms used in Fig. 5 are defined as follows.

Fig. 5. Proposed recursive error back-projection method: The initially recon-
structed high-resolution facial image is recursively compensated for by the es-
timated high-resolution difference vectors.

In the initial stage, we reconstruct the high-resolution vector
from an input low-resolution vector using the solu-

tion of least square minimization, as previously described.
Second, as a simulation stage, which verifies the face

hallucination accuracy of the example-based reconstruction
method, we simulate a low-resolution vector by blurring
and down-sampling the reconstructed high-resolution vector,
then measuring the reconstruction error between the
input low-resolution vector and the simulated vector using the
Euclidean distance function. Based on the error obtained, we
update the current minimum error and its high-resolu-
tion result . We assume that if the current reconstruction
is successful, the reconstruction error (measured distance) is
very small. Based on this assumption, we make three com-
parisons: whether the reconstruction is accurate, based on the
comparison of the current reconstruction error to a threshold
value ; whether the current iteration is inferior, based on the
comparison of changes of the minimum reconstruction error
and current error to a second threshold value ; whether the
iteration is convergent, based on the comparison of changes of
the previous distance and current distances to third threshold
value . If at least one comparison satisfies the condition,
the current minimum result of face hallucination is considered
as the final high-resolution vector, whereas, if no comparisons
satisfy the conditions the subsequent error back-projection
stage is implemented. These threshold values are determined
by trial-and-error from an examination of the results of training
data. If we use a small value of , or a large value of , or a
small value of , there will only be a few iterations.
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Fig. 6. Examples of global and local reconstructions for region-based face hal-
lucination method.

Third, as an error back-projection stage, we create a low-
resolution difference vector between the input low-res-
olution vector and the simulated low-resolution vector, by per-
forming a simple pixel-wise difference operation. Subsequently,
the reconstruction of the high-resolution difference vector
is performed by applying a similar procedure to the example-
based reconstruction from the low-resolution difference vectors.
In this procedure, we also constructed prototype difference vec-
tors from example difference vectors using the leave-one-out
method in the training set. Then, we compensate for the pre-
viously estimated optimal high-resolution vector by including
the currently reconstructed high-resolution difference vector. In
this stage, we use the weight value , according to the cur-
rent error. That is, if the error is large, the weight is also large.
Here, the weight value is constrained to be less than 1, to pre-
vent divergence of iterations.

C. Region-Based Face Hallucination Method

The previously described face hallucination method is ap-
plied to the entire region of the facial image. As expected, global
reconstruction methods have the drawback that various signif-
icant features affect other regions’ results. Therefore, charac-
teristics of each local image are degraded in the reconstructed
high-resolution facial image.

In order to preserve characteristics of local regions, we
applied the proposed example-based hallucination method to
important local regions, such as the eyes, nose, and mouth.
The determination of types of local masks is dependent on
the purpose of the hallucination. For seamless and natural
images, a large mask such as a T-shaped mask is useful.
Meanwhile, for small hallucination errors, each local mask is
used independently. Fig. 6 shows an example of a global mask
and a local mask for the proposed region-based reconstruction
method, where the local mask is a T-shaped weighted image
that contains the eyes, nose, and mouth regions.

For region-based applications, it is important to obtain seam-
less and natural images. Blending is performed to merge dif-
ferent regions, which were separately reconstructed for different
regions of the face, such as the eyes, nose, and mouth.

In the proposed method, the transition area is defined by the
distance from the boundary of the local region, for every
pixel in the local region. Equivalently, the weight for merging

Fig. 7. Comparison of existing morphable face model and an extended mor-
phable face model I: (a) 2-D morphable face model; (b) extended 2-D morphable
face model I.

the local reconstruction with the global reconstruction is deter-
mined as the minimum distance to the boundary of the local
region.

The blending weights of the local region are computed by the
following equation:

for
for (21)

where is the minimum distance from the boundary of the
local feature region, and is the minimum distance, such that

.
Then, the final value of each pixel in the local region

is computed by the following equation:

(20)

where is the reconstructed pixel in the local region, and
is the reconstructed pixel in the global region.

D. Extended Morphable Face Model

In order to reconstruct a high-resolution facial image from a
low-resolution image, we consider that an extended face is com-
posed of an image pair comprising a low-resolution image and
its corresponding high-resolution facial image, similar to the
previous example-based face hallucination methods [9]–[11].
By applying the concept of an extended face to the definition
of the existing morphable face model [18], an extended face is
separated into an extended shape and an extended texture, as
shown in Fig. 7(b).

An extended shape is represented as the vector form of (23),
obtained by simply concatenating low-resolution and high-res-
olution shapes; and are the number of pixels in the low-
and high-resolution faces, respectively. Similarly, an extended
texture is represented as the following vector form:

(23)
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Fig. 8. Example of face representation based on the extended morphable face
model II.

Then, by applying the example-based representation to both
the extended shape and extended texture , the following
extended shape and extended texture is obtained:

(24)

where and are the extended prototype shape and
texture vectors obtained from pair-wise examples of low- and
high-resolution shapes, and low- and high-resolution textures,
respectively.

An extended facial image is composed of an image pair
comprising a low-resolution facial image and its corresponding
high-resolution facial image, according to the previously de-
fined extended morphable face model I. However, the size of a
given low-resolution image varies according to capture condi-
tions. In order to generalize the size of an input low-resolution
image, we use an interpolated facial image, instead of the
given low-resolution facial image. Furthermore, we apply the
same interpolation methods to the extended shape and texture
vectors. We term this extended model as extended morphable
face model II. According to the above extension, we can define
the extended shape and extended texture as follows:

(25)

where and are the number of pixels in the interpolated
image and high-resolution image, respectively.

Fig. 8 shows an example of the facial image defined by the
proposed extended morphable face model II, where the bicubic
interpolation method is used for the low-resolution shape and
texture vectors, respectively.

The proposed example-based face hallucination method is
summarized in the following procedure, by applying the defi-
nition of extended morphable face model II, as shown in Fig. 9.

• Step 1: Obtain the shape (displacement) among the pixels
in an input low-resolution face corresponding to the pixels
in the reference face

• Step 2: Obtain the texture of a low-resolution facial image
by backward warping

• Step 3: Estimate a high-resolution shape from the interpo-
lated high-resolution shape using the proposed example-
based reconstruction method

• Step 4: Estimate a high-resolution texture from the in-
terpolated high-resolution texture using the proposed ex-
ample-based reconstruction method

Fig. 9. Proposed example-based face hallucination method using the extended
morphable face model II.

• Step 5: Synthesize a high-resolution facial image by for-
ward warping the estimated texture with the estimated
shape

In the above procedure, obtaining an accurate low-resolution
shape is a very difficult procedure. We can obtain low-resolution
shapes by applying a 7 7 Gaussian filter with , and
down-sampling high-resolution shapes from in the Max-Planck
Institute (MPI) database, whereas the low-resolution shapes of
other databases were semi-algorithmically obtained from inter-
polated 64 64 facial images, as numerous researchers used
several manually obtained features in high-resolution facial im-
ages [11]–[14].

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Data

To test the performance of our face hallucination method,
we used the Max-Planck Institute face database (MPI DB), in
which 200 facial images of Caucasian faces were rendered from
a database of 3-D head models recorded by a laser scanner [18].
The original images were color images with a size of 256 256
pixels. The correspondences between a reference facial image
and every facial image in the database are defined [18].

In order to verify the potential of the proposed face hallucina-
tion method, we performed tests with two other face databases,
the Korean face database (KF DB) [25] and the XM2VTS data-
base [26]. We used 540 frontal facial images of the KF DB and
295 facial images within session 1 of the XM2VTS DB. We
aim to use only one image per person, in order to show that the
proposed method can be generalized. Then, facial regions were
manually extracted by determining the centers of both eyes, con-
verting them to grayscale, and resizing them to 256 256 fa-
cial images. The reference face and examples from KF DB and
XM2VTS DB are shown in Fig. 10.

High-resolution images were blurred using a 7 7 Gaussian
filter with , and down-sampled to low resolution
16 16 images by bicubic interpolation. Then, PCA was ap-
plied to a random subset of half of the facial images to construct
the prototypes of each DB. This was followed by the selection
of a number of Eigen-vectors (prototypes) to preserve 90% of
the variances. The remaining images were used for testing our
face hallucination method for each database. We also selected
100 images from each database to construct a training set for
the combined database (Combined DB).
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